The performance of iris recognition reduces when the images are captured at a distance. However, such images generally contain periocular region which can be utilized for person recognition. In this research, we propose a novel context switching algorithm that dynamically selects the best descriptor for color iris and periocular regions. Using predefined protocols, the performance of the proposed algorithm is evaluated on UBIRIS V2 and FRGC datasets, and the results show improved performance compared to existing algorithms.

1. Introduction

Iris is considered to be one of the most discriminating biometric modality. Existing research primarily focuses on images captured in constrained environment where a near infrared imaging sensor acquires iris patterns at a distance of 10 to 30 centimeters. However, in several law enforcement applications, users are non-cooperative and images are typically obtained at larger distances. In such applications, the images acquired can be noisy and may be affected by variations in pose, illumination, occlusion due to eyelids, and specular reflections. Figure 1 shows sample of non-ideal images that are obtained in such environment. Recent results have shown that the performance of iris recognition is significantly affected in these unconstrained scenarios [13], [15]. Recent research is focusing on developing hardware and software solutions for iris recognition at a distance and in presence of such challenges. Sarnoff has designed an iris scanner which is capable of capturing iris image at a distance of up to 10 feet\(^1\). Park et al. [14] proposed periocular biometrics which focuses on discriminating features near the eye (ocular) region. Thereafter, several approaches were proposed to extend the state-of-art in ocular biometrics [3], [5], [6], [8], [10], [16], [18], [19], [24], [25], [26].


This paper presents a novel approach of quality based context switching between features for both color iris and periocular regions. While context switching is not new in biometrics [22], [23], the proposed approach, to the best of our knowledge, is the first that combines color iris and periocular information and switches between different iris and periocular features (descriptors). Switching between descriptors is required because each periocular image may contain a different type of noise; therefore, utilizing a single descriptor for all images may not be optimal. Hence, depending on the quality of the image, an appropriate descriptor can be employed to extract features. The performance of the proposed approach is evaluated with quality based context switching among three descriptors: Local Binary Pattern (LBP) [11], GIST [12], and Scale Invariant Feature Transform (SIFT) [7]. The experiments conducted on the UBIRIS v2 and FRGC databases using the protocol propose by Tan and Kumar [19] indicate that the proposed algorithm achieves state-of-the-art results. The results also show that the proposed approach is robust in non-ideal scenarios when one of the biometric modalities is of poor quality.

2. Quality based Context Switching and Fusion of Periocular and Iris Biometrics

The proposed algorithm is developed based on the premise that in non-ideal (at a distance) capture conditions, images suffer due to poor quality. It is our assertion that any one quality enhancement or recognition al-
Algorithm cannot suffice for achieving optimum performance in such conditions [17]. Furthermore, in some cases, one feature/modality may provide better results than the other and in a different condition, the optimum choice of feature/modality may change. Therefore, the proposed algorithm utilizes a context switching approach to determine the optimum choice dynamically at runtime. Figure 2 illustrates the steps involved in the proposed quality-based context switching algorithm. The algorithm utilizes color iris and periocular images for identity recognition and consists of the following steps: preprocessing, quality assessment, context switching among iris and periocular descriptors, and recognition. These individual steps are detailed below:

Preprocessing: The ocular image that contains both iris and periocular regions is resized to $150 \times 120$. First, iris and periocular regions are separated using an existing segmentation algorithm [19]. The two biometric modalities are then extracted so that these can be processed individually. Let $I^i_{\text{iris}}$ be the color iris image and $I^i_{\text{per}}$ be the color periocular image, where $i \in R,G,B$ represents the three color channels. Since the iris region can be noisy, a Gabor filter [4] is used to remove noise, enhance the features, and smoothen the image. As shown in Equation (1), a Gabor filter [4] is applied on $I^i_{\text{iris}}$. While this operator can be applied on periocular regions as well, databases used in this research have good quality periocular regions and therefore applying filtering on periocular images only increases the computational overhead.

$$X^i_{\text{iris} - j} = G_j * I^i_{\text{iris}}$$ (1)

Here, $*$ denotes the convolution operator and $G_j$ represents the Gabor filter with central frequencies and variances as parameters. With $j$ Gabor filters, $X^i_{\text{iris} - j}$ is computed and the average response is calculated for each color channel:

$$X^i_{\text{iris} - a} = \sum_j X^i_{\text{iris} - j}$$ (2)

Visible Area and Quality Score: Both periocular and iris images may be affected by different types of irregularities or quality factors. Depending on the quality of the input image, the performance of descriptors can also vary. Therefore, the proposed context switching algorithm is based on two quality measures, visible area and image quality, that are extracted using the iris and periocular images. Researchers have studied the performance of different descriptors such as Local Binary Pattern (LBP) [11], GIST [12] and Scale Invariant Feature Transform (SIFT) [7] on ocular recognition [3], [19]. Existing literature indicates that GIST is able to encode discriminative features even when camera-object distance is over four meters [3]. The combination of GIST and LBP has been found to provide good results for iris recognition at a distance whereas, the combination of SIFT and GIST yield better performance for periocular region. To determine the optimal combination of descriptors, we first estimate the visibility and quality factors of periocular and iris images.
Let $V(\cdot)$ be the visibility function which takes an image as input and outputs a quantized visibility score, $u$, in the range of $[0,1]$. From the input image, iris region is segmented using the segmentation algorithm proposed in [19]. The number of segmented iris pixels constitutes to the visibility score of iris whereas the remaining constitute the visibility score of periocular region. The score is calculated as the number of usable iris pixels divided by the total number of pixels in the image.

$$u^i_{\text{iris}} = V(X^i_{\text{iris}}-a)$$ (3)
$$u^i_{\text{peri}} = V(I^i_{\text{peri}})$$

The quality score for iris and periocular images are computed using the redundant discrete wavelet transform approach (RDWT) based quality assessment algorithm proposed by Vatsa et al. [21]. The input image is decomposed into 3-level RDWT and energy of every sub-band is calculated. The quality factors of every sub-band are combined to produce the final quality score of the image.

$$q^i_{\text{iris}} = W(X^i_{\text{iris}}-a)$$ (4)
$$q^i_{\text{peri}} = W(I^i_{\text{peri}})$$

Here, $W(\cdot)$ represents the quality function which takes an image as input and outputs a quality value in the range of $[0,1]$. The usability and quality scores are concatenated to compute one feature vector for iris and another for periocular image according to Equations 5 and 6.

$$F^i_{\text{iris}} = [u^i_{\text{iris}}; q^i_{\text{iris}}]$$ (5)
$$F^i_{\text{peri}} = [u^i_{\text{peri}}; q^i_{\text{peri}}]$$ (6)

Since the images are captured as color images in visible spectrum, there are three channels available in both iris and periocular images. Since some noise may be more prominent in particular color channels, we individually evaluate the quality and usability of the three channels. $F_{\text{iris}}$ and $F_{\text{peri}}$ thus denote a set of three feature vectors for the iris and periocular images (one pertaining to each channel, i.e., red, green, and blue).

**Context Switching:** The proposed context switching is performed based on image quality and information content. Therefore, depending on the color channel and feature descriptors (GIST, SIFT, and LBP), a combination of descriptors can be selected for a given color channel. This selection is learned using Support Vector Machine (SVM) [20] which performs a two-class classification based on the visible area and quality scores. A total of six SVM models are trained, three for each color channel, to compute one feature vector for iris and another for periocular images (one pertaining to each color channel). This selection consists of 1000 images pertaining to 171 subjects. Out of these 1000 images, 96 images of 19 subjects are used for training whereas 904 images of the remaining subjects are used for testing. Ground truth

$$S^i_{\text{iris}} = \begin{cases} \text{GIST} & \text{if } SVM(F^i_{\text{iris}}) = +1 \\ \text{LBP} & \text{if } SVM(F^i_{\text{iris}}) = -1 \end{cases}$$ (7)
$$S^i_{\text{peri}} = \begin{cases} \text{GIST} & \text{if } SVM(F^i_{\text{peri}}) = +1 \\ \text{SIFT} & \text{if } SVM(F^i_{\text{peri}}) = -1 \end{cases}$$ (8)

Depending on the output of SVM, appropriate descriptors are applied on individual channels of iris and periocular images and matched using $\chi^2$ distance metric. $S^i_{\text{iris}}$ and $S^i_{\text{peri}}$ represent the match scores of iris and periocular images respectively. The similarity scores between probe and gallery images are computed using $\chi^2$ distance metric and combined to produce a six-dimensional score vector according to Equation 9.

$$S = [S^i_{\text{iris}}; S^i_{\text{peri}}] \forall i \in \{R, G, B\}$$ (9)

**Recognition:** Once the score vectors is obtained, they are combined using the weighted score fusion approach.

$$Score = \sum_{j=1}^{6} Z_j * S_j$$ (10)

Here, $Z_j$ are the weights associated with $S_j$ where $j = \{1, 2, 3, 4, 5, 6\}$. Optimal values for these weights are learned using the gradient descent approach during training [2]. The fused score $Z_j$ provides a similarity measure between a given probe image and a gallery image. For one probe image, these scores are computed for each subject in the gallery and recognition is performed by *identification-in-verification* mode.

**3. Experimental Results**

The performance of the proposed algorithm is evaluated on the publicly available UBIRIS V2 [15] and FRGC databases [1]. The images from the databases are acquired from a distance in the visible spectrum. All the experiments are performed using the identification protocol mentioned by Tan and Kumar [19]. The protocol and database are briefly discussed below:

1. **UBIRIS V2:** A subset of the UBIRIS V2 [15] is chosen that consists of 1000 images pertaining to 171 subjects. Out of these 1000 images, 96 images of 19 subjects are used for training whereas 904 images of the remaining subjects are used for testing. Ground truth
<table>
<thead>
<tr>
<th>Descriptors Combination</th>
<th>Context Switching</th>
<th>Fusion Type</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>LDA</td>
<td>17.3</td>
</tr>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>SVM</td>
<td>LDA</td>
<td>20.2</td>
</tr>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>SVM</td>
<td>54.3</td>
</tr>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>SVM</td>
<td>SVM</td>
<td>52.1</td>
</tr>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>Weighted Sum</td>
<td>70.3</td>
</tr>
<tr>
<td>Iris (LBP, GIST) + Peri (LBP, GIST)</td>
<td>SVM</td>
<td>Weighted Sum</td>
<td>65.2</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>LDA</td>
<td>LDA</td>
<td>35.6</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>SVM</td>
<td>LDA</td>
<td>49.3</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>LDA</td>
<td>SVM</td>
<td>60.8</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>SVM</td>
<td>SVM</td>
<td>59.8</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>LDA</td>
<td>Weighted Sum</td>
<td>65.3</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (SIFT, GIST)</td>
<td>SVM</td>
<td>Weighted Sum</td>
<td>68.8</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>LDA</td>
<td>22.5</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (LBP, GIST)</td>
<td>SVM</td>
<td>LDA</td>
<td>33.7</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>SVM</td>
<td>67.7</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (LBP, GIST)</td>
<td>SVM</td>
<td>SVM</td>
<td>63.1</td>
</tr>
<tr>
<td>Iris (SIFT, GIST) + Peri (LBP, GIST)</td>
<td>LDA</td>
<td>Weighted Sum</td>
<td>72.6</td>
</tr>
<tr>
<td>Tan &amp; Kumar [19]</td>
<td></td>
<td>63.0 %</td>
<td></td>
</tr>
<tr>
<td>Proposed (Iris (GIST, LBP) + Peri (SIFT, GIST))</td>
<td>SVM</td>
<td>Weighted Sum</td>
<td>75.4</td>
</tr>
</tbody>
</table>

Table 1: Rank-10 identification accuracy (%) on the UBIRIS V2 database.

of the dataset is manually annotated by humans where each pixel is appropriately marked as belonging to the iris or periocular regions. More details of the experimental protocol are available in [19].

2. **FRGC**: A subset of the FRGC database [1] is chosen that consists of 540 images pertaining to 163 subjects. Out of these 540 images, 40 images belonging to 13 subjects are utilized for training, whereas the remaining 500 images belonging to 150 subjects are utilized for testing. The publicly available source code provided by Tan and Kumar [19] is utilized to segment the image at a distance into iris and periocular regions.

To evaluate the efficacy of the proposed context switching and fusion framework, the performance is compared when (a) LDA [9] is utilized instead of SVM to predict the optimal descriptors and (b) when weighted sum rule fusion is replaced by SVM and linear discriminant analysis for computing the final match score. The key observations are discussed below:

- Figure 3 presents the results of descriptors on individual color channels of both iris and periocular recognition. As shown in Figure 3(a), GIST feature descriptor [12] yields the rank-10 identification accuracy of 48% for iris recognition which is better than both SIFT [7] and LBP [11]. GIST also outperforms other descriptors for periocular images.
- As shown in Figure 3(c), combining both iris and periocular for individual descriptors provides an improvement of 3%, 6% and 5% at rank-10 for SIFT, LBP and GIST respectively. This shows that fusion of iris and periocular improves the performance over either of them considered one at a time.
- For context switching, two classifiers are explored: SVM (support vector machines) and LDA. On the UBIRIS v2 database, as shown in Table 1, we observed that SVM outperforms LDA by 3%.
- Three score fusion techniques are used in the experiment namely, SVM, LDA, and weighted sum. Weighted sum rule yields the highest identification accuracy followed by SVM and LDA, irrespective of the context switching classifier (Table 1).
- By utilizing the two best performing descriptors for each biometric modality, context switching yields the best result of approximately 75% rank-10 identification accuracy. On the UBIRIS v2 database, as shown in Table 1, using SVM for switching and gradient descent weighted sum rule for fusion provides the best results as compared to other combinations. Similar results are observed for the FRGC database.
Figure 3: CMC curves on the UBIRIS V2 database with (a) iris recognition, (b) periocular recognition, and (c) fusion of individual descriptors.

Figure 4: CMC curves of the proposed algorithm on the FRGC and UBIRIS v2 databases.

Figure 5: Rank-10 identification accuracy of the proposed algorithm on the FRGC and UBIRIS v2 databases.

- Figure 4 shows the cumulative match curves of the proposed algorithm on both FRGC and UBIRIS v2 databases. The performance of the proposed algorithm are compared with Tan and Kumar’s [19] approach with the same experimental protocol and are summarized in Figure 5. The results show that the proposed algorithm is at least 12% better on the UBIRIS V2 database and around 2.4% better on the FRGC database.

- Computationally, the time taken to process one input image in identification mode is 28.14 seconds for UBIRIS V2 dataset on a system with 3 GHz quad core processor and 8 GB RAM in MATLAB programming environment.
4. Conclusion

With the increasing popularity of iris as a biometric modality, the requirement of iris recognition at a distance has become an important research problem, especially for law enforcement applications. Existing research combines fixed feature descriptors of iris and periocular images to determine the identity which may not be the optimal solution for all types of image quality and information content. This research presents an algorithm that is based on context switching of descriptors depending on the quality of iris and periocular images. It uses quality and visibility features to decide the optimal combination for a given input at runtime. Experimental results on the UBIRIS v2 and FRGC databases suggest that context switching helps in improving the identification accuracy compared to individual iris as well as periocular recognition. As a future research, we plan to extend this work for recognizing iris images captured at distance via mobile images.
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