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Abstract

In many surveillance applications, the cameras are placed at overhead heights for human identification. In such real-world scenarios, the person of interest might be walking away from the camera and the only information available is “image of the person’s head”. In this research, we investigate the usage of head images for person recognition and propose it as a soft-biometric modality. With its viability for human recognition, application of head images can also be extended with other face recognition algorithms for surveillance. We propose a head image database pertaining to 103 subjects with more than 600 images. In addition to the database, we propose a framework for head image-based person verification. As a pre-processing stage, the framework includes evaluation of two segmentation algorithms. We also perform benchmarking evaluations of various texture, key-point, and learning-based representation algorithms and establish the baseline results. The experiments suggest that head images can be effectively used to ascertain human identity and the availability of this database could pave further research in this field.

1. Introduction

With the increase in crime, surveillance systems [8] have gained significant attention in the past few decades. Such surveillance systems typically work under unconstrained environments and encounter many challenges. These challenges arise from either environmental factors or due to lack of cooperation from the user. For instance, environmental challenges include illumination variation, background noise, and blurriness. On the other hand, challenges such as user walking away from the camera, partial face, and occlusion occur due to covert acquisition in surveillance systems. In security systems, users may also try to spoof the system by using a mask to cover the frontal side of their face. In such cases, soft biometrics [4], [15], [17] act as an alternative to aid the performance of recognition systems. Soft biometric traits include physical and behavioral characteristics [17]. However, in some cases, there might not be any biometric information visible. One such scenario is surveillance, as shown in Figure 1. The only information visible is the head region of the human body.

The head image is an image of the head region of the human body, acquired from an overhead camera. In the acquired image, the face may or may not be visible. These images contain important features which can be utilized for human recognition. The head-top hair is often used by people to recognize their known ones. These hairs have distinctive characteristics such as style, color, straightness or curliness, and hair parting. Building upon such characteris-

Figure 1: Sample images illustrating the usage of head images for recognition in surveillance footage* (cases where no facial information is visible).

*Source: https://tinyurl.com/yamdf4o7, https://tinyurl.com/y926f9ly
tics, a biometric system can potentially determine a human identity when the frontal view of the face is not visible or clear. As seen in Figure 1(a), the suspects for shoplifting refrained themselves from looking into the only CCTV camera of the shop. Similarly, in Figure 1(b), the suspect who is carrying ammunition is walking away from the camera. The footage in this case contains the head region only. Hence, to utilize distinctive traits contained in the images of head, we ask a simple question in this research: can head images be employed for human recognition?

1.1. Literature Review

In the past two decades, a significant amount of research has been performed for surveillance-based recognition. However, only a few approaches include the usage of facial and head hair for recognition purposes. These methods can broadly be classified into two categories, head images only and facial images. In head images only, the biometric system takes into account only the information available on head. This might include the color of hair, shape of the head, and hairstyle. On the other hand, the facial approaches take into account facial hair (such as beard, mustaches, and front-view hair). It may also include biometric traits of the face such as shape and facial features.

The existing research on head images is primarily focused on utilizing color and textural information for feature extraction for head images. However, a significant limitation in each of these work is the small size of the database. The largest database utilized in such approaches include head images from only 30 subjects. In 2000, Cohen et al. [2] reported an accuracy of 96% on a dataset of 12 subjects using decision trees. The segmentation is performed by background subtraction using chrominance components. Texture features such as directionality, contrast, LBPHS, and coarseness are considered. Authors also took into account additional color information of clothing, body, and hair color.

Nakajima and Sasaki [13] reported 86.4% recognition rate using 33 head images from eleven subjects acquired using a thermo camera. Their algorithm involved head detection and calculating 2D-FFT, which is then matched with the gallery. In 2005, authors extended their work [12], where they obtained 2D-DCT instead of 2D-FFT. Using the same dataset, authors increased the system performance to 100%. Aradhya et al. [1] characterized hair using line segment features and pixel based properties. These features included: (i) macro-texture (orientation and length), (ii) shape, (iii) color, and (iv) features computed using MRF-RISAR model [11]. The matching is performed by calculating the likelihood of a hair patch belonging to a person. For multiple enrollments, the similarity is based only on line-based features. The pixel-based features are considered in case of a tie. Authors reported a performance of 77% and 92% for single enrollment image and multiple enrollment image matching respectively.

The other stream of research considers facial hair and partial face (if available) for recognition. The methods primarily rely on using color space information and classifying hair into different styles. Such approaches were first introduced by Jia [7] in 1992. Zhang et al. [24] performed head detection on video surveillance using XYZ and HSV color space. They modeled head shape by calculating the likelihood for each color model. Wang and Ai [21] classified hair into seven hairstyles by finding the most informative patches using the RankBoost algorithm. In 2013, Dass et al. [3] discovered hairstyle from frontal face images for recognition. They considered darker pixels as hair and clustered them. The clustered information is combined with background and face-skin masks to classify structure into five hairstyles. In 2014, Wang et al. [22] performed human hair segmentation and length detection of hair using histogram analysis and K-means clustering. Recently, Proença and Neves [16] used a multi layered Markov Random Fields (MRF) for segmentation and classification of details present on the face. Using 81 features (R, G, B, H, S, V, Y, Cb, Cr intensities, and LBP) for each pixel, three supervised classifiers gave the posterior probability for each class, namely, hair, skin, and background.

1.2. Contributions

The literature review highlights that the research in the domain of head images only methods is very limited. While facial approaches have shown results on larger datasets, the approaches related to head images have evaluated their results only on small datasets with a maximum of 30 subjects. With 30 subjects, it is hard to make a generalized claim on the effectiveness of head images as a suitable soft-biometric. Hence, to answer the question of using head images for recognition, a larger database is required. Therefore, we develop Head-image Soft Biometric Database (HSBD) as a part of this study and make it available for the biometric research community. The HSBD proposed in this study is the first ever database which has no facial information and has a well defined protocol. To promote research in this field, the database will also be made publicly available for research. The database consists of more than 600 images from 103 subjects. The head images contain no facial information, thereby making the recognition problem exciting and challenging. This research also establishes the baseline results using hand-crafted and representation-based features on HSBD. These experiments fall into the category of head image only approach since the HSBD contains no facial information. The experiments show that head images can be utilized as a soft biometric in surveillance scenarios with over 90% accuracy at 10% FAR.

1http://lab-rubric.org/resources/HSBD.html
Figure 2: Sample images of two subjects from the proposed Head-images Soft Biometric Database (HSBD). Images are captured in different sessions with varying hairstyles.

2. Head-images Soft Biometric Database

To the best of our knowledge, there is no publicly available database which captures head images. In this research, we present the Head-images Soft Biometric Database (HSBD) to promote research in the field of human recognition. For the collection of database, the approval from ethics board has been obtained, and for minor subjects, the approval is obtained from school administration. Along with this, for adult participants, their consent has also been taken.

2.1. Acquisition

All the head images in the database have been acquired using DSLR cameras. The images are captured in natural daytime lighting without the use of flash. The cameras used in the acquisition include Nikon D90 DSLR camera with 12.3 MP resolution and Canon EOS 70D with 20 MP resolution. For both the cameras, autofocus is kept ON to acquire images at optimal quality settings.

While the head images are acquired, it is ensured that the participant does not wear any caps or head scarfs to cover their head. However, they are allowed to use hair clips and bands to tie their hair. This procedure is performed to ensure that we capture hair in their head images and properties of their hair can be utilized for recognition. Figure 2 illustrates sample images from the proposed HSB database.

2.2. Database Statistics

The entire database consists of head images acquired from participants of age ranging from 2 years to 38 years. Each of the participants belonged to Indian nationality and had black or dark brown hair. The proposed database consists of 606 images from 103 subjects. Out of these 103 subjects, there are 55 male participants and 48 female participants. For each subject, a minimum of 3 images and a maximum of 7 images have been acquired. For some participants, there are angular variations in the acquired head image. The data from each participant is indexed using a four-digit random identifier, and all images are stored in JPEG format. A summary of the dataset is provided in Table 1. In addition to these images, a supplementary set of 18 post haircut images corresponding to 5 subjects is also included in the database.

To establish the exact location of head in the acquired image, manual annotation of each of the database images is also provided. Since the head image is axis aligned, we locate the head by \(x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, \) and \(y_{\text{max}}\) points in the image. These points can be used to evaluate the segmentation performance. Along with the database, these annotations will also be released.

2.3. Database Protocol

The HSB database consists of 103 subjects in total. The database is split according to identities of the subjects. All images from 52 subjects are used as the training set and the remaining 51 subjects comprise the testing set. While per-
Table 1: Characteristics of the proposed HSB Database.

<table>
<thead>
<tr>
<th>No. of samples</th>
<th>No. of Subjects</th>
<th>No. of Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Four</td>
<td>14</td>
<td>56</td>
</tr>
<tr>
<td>Five</td>
<td>16</td>
<td>80</td>
</tr>
<tr>
<td>Six</td>
<td>21</td>
<td>126</td>
</tr>
<tr>
<td>Seven</td>
<td>47</td>
<td>329</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>103</strong></td>
<td><strong>606</strong></td>
</tr>
</tbody>
</table>

Figure 3: Proposed head images matching framework.

Performing training and testing, the two tidiest head images (as per visual appearance) are considered as the gallery. The remaining samples of the subject (ranging from 1 to 5) are used as query images. The mentioned split is used for performing verification experiments in the proposed framework.

3. Proposed Head Images Matching Framework

Using the protocol mentioned in the previous section, we propose a head image matching framework, summarized in Figure 3. In this research, we have evaluated the performance of multiple segmentation, feature extraction, and matching algorithms to establish the baseline results. Each of these steps is explained in detail in the following sections.

3.1. Segmentation

To find the exact region of interest (ROI), we need to segregate the region where only the head is present. This ensures that no background object is matched across images and only traits unique to the subject identity are matched. This is achieved using segmentation from two different procedures as described below.

3.1.1 Image processing-based segmentation

The following 3-step pipeline is used for segmentation.

- **Step 1:** The input image is binarized and then inverted to select darker regions. Thus, the “white pixels” represent the darker regions (hence, dark-haired regions).

- **Step 2:** Some background objects still remain in the largest connected component. To remove background noise, we begin from the center of each row. We extend towards the left boundary of the image, looking for the first transition from a white to a black pixel. Once we find first such occurrence, all pixels are made black beyond that point. The same procedure is repeated while extending towards the right boundary from the center pixel of the row.

- **Step 3:** To remove small components that are generated due to the previous step, we again find the largest connected components and remove all other components.

**Output Image:** Using the output from Step 3, we map the segmentation boundary to the original image. ROI is found by locating the extreme white pixel at each side and drawing a bounding box to obtain the segmented image. The segmentation performance is reported in Table 2 and Figure 4 illustrates some sample segmented head images.

3.1.2 Segmentation using FRCNN

The second technique for segmentation utilizes Faster-RCNN [18]. Head region segmentation is considered as a two-class problem with the classes being head and background. For images acquired in different resolutions, the Faster-RCNN network can detect objects with their classification scores.

The architecture of the Faster-RCNN has convolutional neural network to first generate feature maps. Features
Table 2: Segmentation performance of the proposed segmentation techniques for head images.

<table>
<thead>
<tr>
<th>Segmentation Method</th>
<th>SA (%)</th>
<th>FSA (%)</th>
<th>BSA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Processing</td>
<td>91.54</td>
<td>89.48</td>
<td>92.80</td>
</tr>
<tr>
<td>FRCNN</td>
<td>96.59</td>
<td>94.63</td>
<td>97.59</td>
</tr>
</tbody>
</table>

maps are generated from a ZF-Net [23] architecture and is then used by the Region Proposal Network (RPN) to generate region proposals. The other part is for object detection using Fast-RCNN. Each of the object proposals is converted to a fixed size feature map using region of interest pooling. Subsequently, the fixed size feature map is fed into fully connected layers (FCs) to obtain feature vector. Using two different layers, per-class bounding-box regression and class probabilities are obtained for every feature vector.

The experiments are performed using a model pretrained on the Pascal VOC dataset [5]. The model is fine-tuned for two-class segmentation problem using the training partition from HSB Database. To further enhance the fine-tuning process, the data is augmented by translation, mirroring, blurring, and changing pixel intensities of the original 317 training images. The bounding-box returned by the model on test images is used to crop and segment head regions. Figure 5(c) shows samples of the segmentation using Faster-RCNN model.

The results of the proposed segmentation algorithm are evaluated in terms of three metrics: Segmentation accuracy, foreground segmentation accuracy, and background segmentation accuracy. Segmentation accuracy is defined as follows:

\[
SA = \frac{CCP}{TP}
\]

where, CCP is the count of correctly classified pixels, and TP is the total number of pixels. The foreground segmentation accuracy can be evaluated as follows:

\[
FSA = \frac{CCFP}{TFP}
\]

where, CCFP is the count of correctly classified foreground pixels, and TFP is the total number of foreground pixels. Similarly, background segmentation accuracy can be evaluated as follows:

\[
BSA = \frac{CCBP}{TBP}
\]

where, CCBP is the number of correctly classified pixels and TBP are the total number of background pixels. The segmentation performance of the algorithm can be seen in Table 2. Once we obtain the segmented image, the next step is feature extraction.

3.2. Feature Extraction

In head images, a slight variation in hairstyle can either reduce the inter-class variations or increase intra-class similarities. Therefore, we need to explore various representation extraction/learning and classification techniques which can handle variations. This research explores various handcrafted features and learning-based representations for head image based person recognition. The hand-crafted features utilized include Dense SIFT (DSIFT) and Local Binary Patterns (LBPHS). The intuition for using these features is to analyze both key-point based representation and texture representation. Learning-based representations considered in these experiments include dictionary representations, VGGFace, and ResNet50. Different experiments are tabulated in Table 3 and the list of features used in this research are described below.

- **Hand-Crafted Features [10] [14]**: In this experiment, the DSIFT [10] and LBPHS [14] features are extracted from the gallery and probe images. Both of these features are obtained for each color channel of the RGB color space and the corresponding grayscale image. For each of these cases, the segmented image is down-scaled to a fixed size of $224 \times 224$. For the DSIFT features, a spatial bin size of 12 and a step size of 32 pixels is chosen. The resultant feature is of size $128 \times 36$. For LBPHS, the cell size is kept as $32 \times 32$, using which feature representation of size $58 \times 49$ is obtained. These values are selected experimentally to yield the best performance.

- **Dictionary [9]**: In Experiment 2(a) and 4(a), dictionary atoms are learned from training head images corresponding to 52 subjects. Using these atoms, feature representation is obtained for the downscaled segmented grayscale image ($224 \times 224$) and RGB image ($224 \times 224 \times 3$). A dictionary representation $D_{N \times K}$ is
obtained using the following optimization [20]:

\[
D_{opt}, Wopt = \arg \min_{D, W} \sum_{i=1}^{L} \|w_i\|_p + \gamma \|X - DW\|^2 \\
\text{and } \|d_i\| = 1
\]

Here, \(N\) is the size of the image after vectorization, \(K\) is the number of atoms used in creating the dictionary, \(L\) is the number of samples used for training, \(X_{N \times L}\) is the training matrix, \(p = 1\), and \(W_{K \times L} = [w_1, w_2, \cdots, w_L]\) is the coefficient matrix. We have used \(K = 100\) dictionary atoms. The aim of the optimization is to minimize representation error \(R = X - DW\), while fulfilling sparseness criterion for \(W\). Once atoms are learned, the feature representation for each test head image is obtained.

- **VGGFace [19]:** In Experiments 2(b) and 4(b), the input segmented RGB image is downsampled to 224×224 and the features from pre-trained VGGFace architecture [19] are obtained. A global average pooling layer is applied after the last convolution layer to obtain a feature vector of length 512.

- **ResNet50 [6]:** In Experiment 2(c) and 4(c), ResNet50 architecture [6] is used to extract features for the head images. Similar to the other experiments, the input segmented RGB image is downsampled to 224×224. The weights of ResNet50 are initialized by the weights of the model trained on the ImageNet database. The top layer of Softmax is removed and a feature vector of length 2048 is obtained.

### 3.3. Feature Matching

Once the features are extracted, the features of the probe images \(b\) are matched with the gallery images \(a\). The comparison between the feature templates is performed using both cosine similarity and Euclidean distance metric. We observed cosine similarity between the gallery representation \(a\) and the probe representation \(b\) yields better performance. Therefore, the results are reported using cosine similarity only.

### 4. Results and Analysis

In section 3.1, we define the metrics for evaluating the segmentation performance of the proposed techniques. These metrics include Segmentation Accuracy (SA), Foreground Segmentation Accuracy (FSA), and Background Segmentation Accuracy (BSA). Using these metrics, we compare the performance of the two segmentation methodologies and their results are highlighted in Table 2. The first one is based on image processing operations while the second technique utilizes FRCNN. FRCNN yields a high segmentation accuracy of 96.59%, highlighting the suitability of FRCNN for the application of head image recognition.

The experiments are performed with 5 times random subsampling based cross-validation and results of all the experiments are presented in Table 3. The corresponding receiver operating characteristic (ROC) curves for these experiments are shown in Figure 6 (Experiment 1 and 3) and Figure 7 (Experiment 2 and 4). The major conclusions which can be drawn from the results are as follows:

- On evaluating texture features (LBPHS) and key point based features (DSIFT) for matching head images, it is observed that LBPHS features outperform DSIFT features by over 10% genuine accept rate (GAR) for all color channels. While hair orientation might be altered, the texture features can encode hairstyle better in head image recognition. Due to the better encoding of hairstyle, LBPHS has better discriminative capability compared to DSIFT in the problem of head image segmentation.

- Representations extracted using trained dictionary perform poorly. On grayscale images, representations extracted from dictionary have a GAR of 24.28% compared to 62.97% by LBPHS at 1% FAR. There is a significant difference of over 38.6% at 1% FAR between GAR of dictionary representations and GAR from LBPHS features. This shows that representation derived from dictionaries matched using cosine similarity may not be a good framework for such a problem. Further, the performance of dictionary features, LBPHS and DSIFT features are lower on grayscale images compared to RGB.

- Representations obtained from deep models give the most competitive results. Though VGGFace has a GAR of 83.35% at 10% FAR, the best results of all the representations are obtained using ResNet50. At 10% FAR, the GAR is 90.01% when using FRCNN based segmentation. It indicates that the weights learned using ImageNet in ResNet50 help in achieving better representation compared to VGGFace model. Since VGGFace learns the facial features, lack of such features in head-images degrades the performance of VGGFace based architecture. It is observed that ResNet50, VGGFace, and LBPHS features perform relatively better, each of them performing over 81% at 10% FAR. It can be attributed to the encoding power of ResNet50, VGGFace, and LBPHS features to encode line based feature [1] and textural features. Also, an early pre-processing step which segments out the head region is necessary. The segmentation technique utilized in the proposed framework is Faster-RCNN.

Even with such sophisticated architectures with ResNet50, the overall accuracies for head image recognition are quite low with the best Equal Error Rate (EER) of 11.19%. Additional experiments are performed with
Table 3: GAR of the proposed head image matching framework at various False Acceptance Rate (FAR).

<table>
<thead>
<tr>
<th>Segmentation</th>
<th>Feature Type</th>
<th>Exp. No.</th>
<th>Feature</th>
<th>Color Channel</th>
<th>0.1% FAR</th>
<th>1% FAR</th>
<th>10% FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Processing</td>
<td>Hand-Crafted</td>
<td>Exp. 1 (a)</td>
<td>DSIFT</td>
<td>Gray</td>
<td>16.77 ± 0.48</td>
<td>31.22 ± 0.67</td>
<td>54.03 ± 0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>17.02 ± 0.50</td>
<td>31.47 ± 0.64</td>
<td>54.28 ± 0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 1 (b)</td>
<td>LBPHS</td>
<td>Gray</td>
<td>30.25 ± 0.04</td>
<td>47.79 ± 0.86</td>
<td>69.84 ± 0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>30.67 ± 0.87</td>
<td>48.41 ± 0.74</td>
<td>70.61 ± 0.40</td>
</tr>
<tr>
<td></td>
<td>Hand-Crafted</td>
<td>Exp. 2 (a)</td>
<td>Dictionary</td>
<td>Gray</td>
<td>5.19 ± 2.05</td>
<td>20.82 ± 1.84</td>
<td>51.18 ± 0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RGB</td>
<td>7.03 ± 2.76</td>
<td>18.59 ± 2.47</td>
<td>52.87 ± 1.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 2 (b)</td>
<td>VGGFace</td>
<td>RGB</td>
<td>23.10 ± 2.12</td>
<td>46.36 ± 2.49</td>
<td>79.60 ± 0.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>23.10 ± 2.12</td>
<td>46.36 ± 2.49</td>
<td>79.60 ± 0.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 2 (c)</td>
<td>ResNet50</td>
<td>RGB</td>
<td>31.34 ± 7.48</td>
<td>52.51 ± 2.88</td>
<td>83.87 ± 5.55</td>
</tr>
<tr>
<td>Representation</td>
<td>Hand-Crafted</td>
<td>Exp. 3 (a)</td>
<td>DSIFT</td>
<td>Gray</td>
<td>21.61 ± 2.34</td>
<td>41.93 ± 1.20</td>
<td>68.81 ± 1.38</td>
</tr>
<tr>
<td>Learning</td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>21.84 ± 2.01</td>
<td>42.33 ± 1.77</td>
<td>69.06 ± 1.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 3 (b)</td>
<td>LBPHS</td>
<td>Gray</td>
<td>39.73 ± 5.07</td>
<td>61.95 ± 1.63</td>
<td>82.06 ± 4.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>39.92 ± 6.32</td>
<td>62.97 ± 2.08</td>
<td>81.86 ± 3.08</td>
</tr>
<tr>
<td></td>
<td>FRCNN</td>
<td>Exp. 4 (a)</td>
<td>Dictionary</td>
<td>Gray</td>
<td>6.51 ± 2.40</td>
<td>22.14 ± 2.19</td>
<td>58.20 ± 1.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RGB</td>
<td>6.93 ± 2.62</td>
<td>24.48 ± 2.47</td>
<td>62.26 ± 1.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 4 (b)</td>
<td>VGGFace</td>
<td>RGB</td>
<td>28.15 ± 0.64</td>
<td>55.47 ± 2.09</td>
<td>83.35 ± 3.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R+G+B Fusion</td>
<td>28.15 ± 0.64</td>
<td>55.47 ± 2.09</td>
<td>83.35 ± 3.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp. 4 (c)</td>
<td>ResNet50</td>
<td>RGB</td>
<td>42.96 ± 7.31</td>
<td>63.95 ± 3.84</td>
<td>90.01 ± 2.51</td>
</tr>
</tbody>
</table>

Figure 6: ROC curves for head image verification experiments. (a) Experiment 1: Hand-crafted features with image processing segmentation, (b) Experiment 3: Hand-crafted features with FRCNN segmentation.

18 pre-haircut and post-haircut images. ResNet50 yields verification accuracy of about 38%. The primary reason for low accuracy is large variations in pre-post haircut.

Unlike established biometric modalities such as fingerprints and face, the head images lack unique traits which are required for biometric recognition. However, since they provide a source of recognition in absence of more popularly used biometric modalities, it is our assertion that head images should be treated as a soft biometric modality with distinctive physical characteristics and researched upon further. It has an immense application for head images acquired using an overhead surveillance camera. However, various challenges such as hair fall, recoloring, changing hairstyle, and haircuts hinder the matching performance. One such example is illustrated in Figure 8, where the participant got a haircut. The first image is used in the gallery and post-haircut head image is used as the probe image. Using features generated from ResNet50 model, the feature representation of the two head images failed to match. However, we would like to emphasize that head image is “soft” feature and therefore, such variations in accuracies are expected. We plan to investigate it more and in future, propose improved algorithm.

5. Conclusion

With increasing crime rates, human recognition and tracking in surveillance applications have been in focus. Though face recognition algorithms are becoming robust
day by day, they fail to recognize and track a human if only the head portion is visible. In this study, we propose the first ever public database which includes head-images captured using a DSLR camera. The proposed Head-image Soft Biometric Database (HSBD) contains more than 600 images from 103 subjects with a diverse age range from 2 to 38 years. This research illustrates that use of head images as a soft-biometric can provide a decent genuine accept rate of around 81% using LBPHS texture features and around 90% using deep models. With such a performance, the head-image Soft Biometric Database (HSBD) has a significant scope for research in human tracking and recognition. In challenging scenarios such as surveillance, head images can also be utilized by fusing with face to improve the performance of the biometric system.

In head images, several challenges need to be addressed. While pose variation remains the foremost, other challenges such as baldness, changes in hairstyle, and change in color would hinder the system performance. However, these challenges highlight that head image recognition requires significant attention and research efforts. With making this database publicly available for the research community, we hope that it would promote research on this vital topic.
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